**Introduction**

Today we are going to talk about quantile regression. When we use the lm command in R we are fitting a linear regression using Ordinary Least Squares (OLS), which has the interpretation of a model for the conditional mean of ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==)on ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAICAMAAAAcEyWHAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWqqqr////u7u5mZmaYmJjc3NxERERUVFQQEBC6urp2dnaIiIjMzMy63efRAAAAOElEQVQImS2LORLAMAyEFh2WneT/7408owoKEEie8aQIw4slIRpwCdvGcjMWBafHRTnW/ffKvEd+G9wAtZN4bMgAAAAASUVORK5CYII=). However, sometimes we may need to look at more than the conditional mean to understand our data and quantile regressions may be a good alternative. Instead of looking at the mean, quantile regressions will establish models for particular quantiles as chosen by the user. The most simple case when quantile regressions are good is when you have outliers in your data because the median is much less affected by extreme values than the mean (0.5 quantile). But there are other cases where quantile regression may be used, for example to identify some heterogeneous effects of some variable or even to give more robustness to your results.

**Outliers**

The package we will be using for quantile regressions is the quantreg, which is very easy to use if you are already familiar with the lm function.

library(quantreg)

Our data is going to be very simple. The sample size will be 300 and we will have 10 variables. The ![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQCAMAAAAYoR5yAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+6urqYmJjMzMxycnJERETc3NxUVFTu7u6IiIgiIiIfLZYHAAAAUUlEQVQImU3MAQrAMAgDwBitbbf//3dGRjehcqQSmAbEZZC83qDIXSubCpl9AK5ME+sfsbbo3TE+rsOh3tnV9yzyUuhqQIAe1rR3/ox5eEJ7AHbaAUBLUMiPAAAAAElFTkSuQmCC)s will be either 1 or -1 depending on the index of the variable. This is our dgp:

![\displaystyle y_i =  -x_{1,i}+x_{2,i}-x_{3,i}+\dots+x_{10,i} + \varepsilon_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARUAAAAQCAMAAAAPihvXAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqru7u6YmJjc3Ny6urpUVFQmJiaIiIhERER2dnbMzMwNDQ1RKq+jAAACAklEQVRYhcVXi7KrIAyE8Fb8/9+9CVQuYqDg1Dk709KWzW5EEqwQP4b5teCS7LL7S+m2kH8qu+zeC7CghVB+WgdAGr1311jOU5/KDrDsfgnYtm3PH000nn6YcxVCKyGd2GDC5hv1oewIy+5VAFhRKsqKgDMyVMQCzcigy9CptvlCfSg7wrJ7vYyXCW/zqwtwJ2L6fih6VyE0vLSSnt5KNpkKWjb6rWTFjbq5Ga0s+HooY9c9JwqgmxzaAOv1XibVQfH42lVvWa4wR85mP1flEijv1AjZZOyRudjgWG4lG109lLHnnhM1OLONdUO0phCip2WqicMKwp3mqO5wbPfKPa9MtfibjxyZkxWR63FPzqA6UdoGjimI/wHXaqNm63ZhYMoY27KTQoEoq9IESo6aN+PAo5Z1aig7BOtOidJ+SZXS1dVkawtBau1BWDN1DMUASkK60s+qNIGSo+aEBh4118qh7BCse1kVPdSVm5OxJqS2MntcnDgr6BrIpv+53hkPvGOHnZS9g6WlCgpnBX3VTQRs1JrmvBqdQx0zuohrIPfUZK2I5k5lRffUg6ZkGbA0StRgj/Fz6RJBhc+Dbae3dmEdPQ7gkf410ByIOSo2AkubfYq7lCiezJPpJoKGMHkk856vUJe4K3hL94o4/6dzgbrEXcFbug0WWvRKN1/t/D/W/QdHygvUGgB/7gAAAABJRU5ErkJggg==)

where ![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALCAMAAACTbPdTAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWqqqr////u7u5mZmbc3NxERER7e3uYmJhUVFS6uroQEBDMzMwiIiIQU0KcAAAATUlEQVQImU2MUQ7AMAhCQW3Vbvc/72zNkvIDT0WQgJpPYwl0oQYHmso6HiotuchW5ymbPMjsHQZDWVODEs+EKOokbfD/tmu46ZW8SJ0fXP8BNXEjBvAAAAAASUVORK5CYII=)and ![\varepsilon_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALCAMAAAB8rpxtAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///9GRka6urqqqqrc3Nx2dnZmZmaYmJju7u7MzMwyMjKIiIgiIiJ7yhVlAAAARUlEQVQImU2MSQ7AMAgDbQhL2v7/vaVKleAD8kiDAShJw4pKnfFDoEWusA33lCVZQrsV+ak1oV7FSZ/Fg02x/vCkHPDACzQNAMVNZNnaAAAAAElFTkSuQmCC)are all generated from a ![N(0,1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAARCAMAAABD7rQYAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+YmJiqqqru7u6IiIg1NTXc3NwAAAC6uroTExNmZmbMzMx2dnZUVFRZ3HGGAAAA6ElEQVQokXWSCxKFIAhFRQnFz/63+wT0pZXOlAPXAwg697HCl3MVSo5VzMZZXfUEOKQ/whoB1QJxIwCuweHSPQ8bQkx9S5qBxIv9eMp/oAAakUYYcK3ppjVJChY4Lkm8Ee6aRIphEuIjPayJH0QrWkf/Mw6CREpKsH8Tdjs5WdkVsi7cBLwJXydBscDtOhOlTcJdeSHO99AGBhVgRLQgTIdeebkH2uyjdsEFlbDjvoejWdiYoAghc1Nkzssk9FoesE0Vr1i1c+3jzWFaLaJdbW/g4Uy7hg/blversUnh8Kz9XUkoe4r+/QCFlATA3YGxegAAAABJRU5ErkJggg==)distribution.

The first step is to generate the data and run a linear regression by OLS. As you can see in the results below, the estimates are very precise. The signals are always correct and the coefficients are close to 1 or -1.

N = 300 #sample size

P = 10 # number of variable

### Generate Data ###

betas = (-1)^(1:P)

set.seed(1) # Seed for replication

error = rnorm(N)

X = matrix(rnorm(N\*P), N, P)

y = X%\*%betas + error

summary(lm(y~X))

##

## Call:

## lm(formula = y ~ X)

##

## Residuals:

## Min 1Q Median 3Q Max

## -2.94301 -0.58806 -0.03508 0.61445 2.55389

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) 0.03501 0.05739 0.61 0.542

## X1 -0.98513 0.05534 -17.80 <2e-16 \*\*\*

## X2 1.04319 0.05321 19.60 <2e-16 \*\*\*

## X3 -1.01520 0.05577 -18.20 <2e-16 \*\*\*

## X4 0.92930 0.05705 16.29 <2e-16 \*\*\*

## X5 -0.97971 0.05404 -18.13 <2e-16 \*\*\*

## X6 1.01255 0.05376 18.83 <2e-16 \*\*\*

## X7 -1.02357 0.05622 -18.21 <2e-16 \*\*\*

## X8 0.97456 0.05946 16.39 <2e-16 \*\*\*

## X9 -0.97097 0.05295 -18.34 <2e-16 \*\*\*

## X10 1.03386 0.05312 19.46 <2e-16 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 0.9747 on 289 degrees of freedom

## Multiple R-squared: 0.9274, Adjusted R-squared: 0.9249

## F-statistic: 369 on 10 and 289 DF, p-value: < 2.2e-16

Now we are going to add some outliers to the data. We have 300 observations and only 5 are going to be outliers. The code below introduces the outliers and run OLS again. Estimates are now considerably worst than the first case with no outliers.

### Introducing outliers ###

set.seed(1)

outliers = rnorm(5, 0, 50)

error\_o = error

error\_o[1:5] = outliers

y\_o = X%\*%betas + error\_o

## OLS ###

summary(lm(y\_o~X))

##

## Call:

## lm(formula = y\_o ~ X)

##

## Residuals:

## Min 1Q Median 3Q Max

## -41.216 -1.105 -0.027 0.828 77.040

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) 0.1951 0.3367 0.579 0.562717

## X1 -1.3165 0.3247 -4.055 6.45e-05 \*\*\*

## X2 1.1355 0.3122 3.637 0.000326 \*\*\*

## X3 -1.0541 0.3272 -3.222 0.001421 \*\*

## X4 0.9136 0.3347 2.729 0.006733 \*\*

## X5 -1.2849 0.3171 -4.052 6.52e-05 \*\*\*

## X6 1.2834 0.3154 4.069 6.10e-05 \*\*\*

## X7 -0.7777 0.3298 -2.358 0.019055 \*

## X8 1.4859 0.3488 4.260 2.77e-05 \*\*\*

## X9 -1.0915 0.3107 -3.513 0.000513 \*\*\*

## X10 0.5756 0.3117 1.847 0.065797 .

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 5.719 on 289 degrees of freedom

## Multiple R-squared: 0.3223, Adjusted R-squared: 0.2989

## F-statistic: 13.75 on 10 and 289 DF, p-value: < 2.2e-16

If we run a quantile regression for the median like in the code below we can get good results once again. Note that in the OLS case the coefficients were not as close to 1 or -1 as in the quantile case below.

## Quantile Regression - Median ##

summary(rq(y\_o ~ X, tau = 0.5), se = "boot", bsmethod= "xy")

##

## Call: rq(formula = y\_o ~ X, tau = 0.5)

##

## tau: [1] 0.5

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) -0.03826 0.08202 -0.46642 0.64127

## X1 -0.95730 0.07394 -12.94750 0.00000

## X2 0.99394 0.07612 13.05731 0.00000

## X3 -0.97981 0.07995 -12.25523 0.00000

## X4 0.92966 0.09319 9.97573 0.00000

## X5 -0.92781 0.08520 -10.88998 0.00000

## X6 0.98021 0.08114 12.08030 0.00000

## X7 -1.00993 0.06727 -15.01266 0.00000

## X8 1.03572 0.08043 12.87722 0.00000

## X9 -0.96732 0.07502 -12.89374 0.00000

## X10 1.02600 0.08775 11.69171 0.00000

**Treatment effects**

Suppose now that we have the same model, without outliers, plus a treatment that is positive for lower values of ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==)and negative for bigger values of ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==). Only half of the sample will be treated and we want to see what we get when we try to estimate the effects of this treatment. The figure below plots the original ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==)against the treated ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==). The points in the 45 degrees line are the untreated observations.

Our treatment was simple adding 5 to the equation if the deterministic part of the equation is negative and subtracting 5 if it is positive. If we run OLS we can se below that the treatment effects are very poorly estimated and they are also not significant. That is because we are looking at the average effect of the treatment, which is 0 because half of the treated sample had an increase of 5 and the other half had a decrease of five, which is 0 on average.

#### More complicated data #####

set.seed(1)

treatment = sample(c(0,1),N,replace = TRUE)

aux = X%\*%betas

treatment\_error = rnorm(N)\*treatment

y\_tr = aux + ifelse(aux0,-5,0)\*treatment + error + treatment\_error

X\_tr = cbind(treatment,X)

## Treated X Untreated

plot(y,y\_tr)

![plot of chunk unnamed-chunk-6](data:image/png;base64,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)

Now lets try quantile regression for multiple quantiles (0.1 ,0.2 ,…,0.8, 0.9). The results are presented below. When we look at the middle quantiles like 0.5 and 0.6 we find that the treatment is not significant just like in the OLS case. However, as we move further to 0.1 or 0.9 we obtain significant results with estimates very close to the real treatment, which would be 5 or -5. The model is telling us that bigger values of ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==)are either untreated samples or treated samples that were previously small but became big because of the treatment of 5, that is why the treatment effect is close to 5 in the 0.9 quantile. Similarly, smaller values of ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==)are either untreated samples or treated samples that were previously big and became small because of the treatment of -5. **We are modeling the quantiles of the treated ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==).**

## OLS ##

summary(lm(y\_tr ~ X\_tr))

##

## Call:

## lm(formula = y\_tr ~ X\_tr)

##

## Residuals:

## Min 1Q Median 3Q Max

## -7.5913 -2.0909 0.0168 1.8840 8.8915

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.08713 0.24512 -0.355 0.722502

## X\_trtreatment -0.24555 0.35698 -0.688 0.492093

## X\_tr -0.40117 0.17283 -2.321 0.020973 \*

## X\_tr 0.55826 0.16594 3.364 0.000872 \*\*\*

## X\_tr -0.61606 0.17365 -3.548 0.000454 \*\*\*

## X\_tr 0.56658 0.17766 3.189 0.001584 \*\*

## X\_tr -0.37539 0.16829 -2.231 0.026477 \*

## X\_tr 0.43680 0.16788 2.602 0.009752 \*\*

## X\_tr -0.29718 0.17523 -1.696 0.090972 .

## X\_tr 0.39646 0.18585 2.133 0.033751 \*

## X\_tr -0.34905 0.16499 -2.116 0.035233 \*

## X\_tr 0.83088 0.16593 5.007 9.64e-07 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 3.035 on 288 degrees of freedom

## Multiple R-squared: 0.2454, Adjusted R-squared: 0.2166

## F-statistic: 8.514 on 11 and 288 DF, p-value: 5.243e-13

# Quantilie Regression for q = 0.1, 0.2, ... , 0.8, 0.9

summary(rq(y\_tr ~ X\_tr, tau = seq(0.1,0.9,0.1)), se = "boot", bsmethod= "xy")

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.1

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) -1.59418 0.22484 -7.09019 0.00000

## X\_trtreatment -4.13074 0.47280 -8.73680 0.00000

## X\_tr -0.85152 0.17088 -4.98320 0.00000

## X\_tr 1.10326 0.14030 7.86384 0.00000

## X\_tr -0.85055 0.18554 -4.58421 0.00001

## X\_tr 0.68881 0.21612 3.18719 0.00159

## X\_tr -0.88047 0.16396 -5.36995 0.00000

## X\_tr 0.68033 0.15287 4.45051 0.00001

## X\_tr -1.00234 0.15569 -6.43819 0.00000

## X\_tr 0.99443 0.19484 5.10369 0.00000

## X\_tr -0.94634 0.17999 -5.25759 0.00000

## X\_tr 0.92124 0.17348 5.31048 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.2

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) -0.87790 0.18851 -4.65701 0.00000

## X\_trtreatment -4.04359 0.43354 -9.32695 0.00000

## X\_tr -0.87484 0.17336 -5.04648 0.00000

## X\_tr 0.90953 0.16734 5.43510 0.00000

## X\_tr -0.92386 0.15931 -5.79905 0.00000

## X\_tr 0.84438 0.14318 5.89740 0.00000

## X\_tr -0.79882 0.16353 -4.88478 0.00000

## X\_tr 0.86351 0.14477 5.96469 0.00000

## X\_tr -0.89046 0.14533 -6.12699 0.00000

## X\_tr 0.80481 0.16133 4.98842 0.00000

## X\_tr -0.85986 0.14983 -5.73877 0.00000

## X\_tr 1.05532 0.14247 7.40725 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.3

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) -0.48650 0.15254 -3.18941 0.00158

## X\_trtreatment -3.55483 0.39081 -9.09596 0.00000

## X\_tr -0.81732 0.15516 -5.26750 0.00000

## X\_tr 0.97204 0.15176 6.40526 0.00000

## X\_tr -0.88749 0.12320 -7.20353 0.00000

## X\_tr 0.80248 0.13892 5.77649 0.00000

## X\_tr -0.63208 0.15928 -3.96825 0.00009

## X\_tr 0.85960 0.12409 6.92695 0.00000

## X\_tr -0.73083 0.13347 -5.47540 0.00000

## X\_tr 0.80175 0.14581 5.49859 0.00000

## X\_tr -0.73295 0.14156 -5.17769 0.00000

## X\_tr 0.96849 0.14074 6.88120 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.4

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) -0.20518 0.17305 -1.18566 0.23673

## X\_trtreatment -3.12524 0.82009 -3.81083 0.00017

## X\_tr -0.75969 0.17512 -4.33802 0.00002

## X\_tr 0.75137 0.18705 4.01697 0.00008

## X\_tr -0.89673 0.15018 -5.97081 0.00000

## X\_tr 0.81794 0.15558 5.25741 0.00000

## X\_tr -0.60392 0.18754 -3.22019 0.00143

## X\_tr 0.76221 0.16089 4.73733 0.00000

## X\_tr -0.63207 0.24626 -2.56665 0.01077

## X\_tr 0.70476 0.24297 2.90064 0.00401

## X\_tr -0.72050 0.21575 -3.33951 0.00095

## X\_tr 0.97243 0.14277 6.81125 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.5

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) 0.01435 0.17259 0.08317 0.93377

## X\_trtreatment -0.63174 0.97917 -0.64518 0.51933

## X\_tr -0.60768 0.19231 -3.15992 0.00175

## X\_tr 0.54861 0.19838 2.76543 0.00605

## X\_tr -0.80869 0.16209 -4.98908 0.00000

## X\_tr 0.73479 0.18775 3.91377 0.00011

## X\_tr -0.41427 0.21412 -1.93477 0.05400

## X\_tr 0.64703 0.21863 2.95946 0.00334

## X\_tr -0.24361 0.22809 -1.06801 0.28641

## X\_tr 0.37166 0.23587 1.57566 0.11620

## X\_tr -0.45650 0.19626 -2.32605 0.02071

## X\_tr 0.92603 0.17611 5.25825 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.6

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) 0.25546 0.18342 1.39270 0.16478

## X\_trtreatment 1.36457 1.24271 1.09806 0.27310

## X\_tr -0.60693 0.21221 -2.86008 0.00455

## X\_tr 0.64917 0.21300 3.04782 0.00252

## X\_tr -0.83220 0.17072 -4.87459 0.00000

## X\_tr 0.73617 0.18348 4.01219 0.00008

## X\_tr -0.45447 0.19288 -2.35628 0.01913

## X\_tr 0.76270 0.21047 3.62385 0.00034

## X\_tr -0.45186 0.25197 -1.79332 0.07397

## X\_tr 0.46886 0.22511 2.08276 0.03816

## X\_tr -0.56117 0.22729 -2.46900 0.01413

## X\_tr 0.94549 0.19311 4.89600 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.7

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) 0.52520 0.14537 3.61291 0.00036

## X\_trtreatment 3.30124 0.61742 5.34682 0.00000

## X\_tr -0.67172 0.15957 -4.20960 0.00003

## X\_tr 0.74401 0.15205 4.89331 0.00000

## X\_tr -0.93090 0.15068 -6.17788 0.00000

## X\_tr 0.78792 0.15054 5.23389 0.00000

## X\_tr -0.72815 0.13243 -5.49819 0.00000

## X\_tr 0.84332 0.14158 5.95641 0.00000

## X\_tr -0.71329 0.16296 -4.37707 0.00002

## X\_tr 0.59229 0.17063 3.47111 0.00060

## X\_tr -0.76839 0.16055 -4.78593 0.00000

## X\_tr 0.98971 0.15318 6.46091 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.8

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) 0.79126 0.14003 5.65083 0.00000

## X\_trtreatment 3.70886 0.36971 10.03188 0.00000

## X\_tr -0.73646 0.14104 -5.22148 0.00000

## X\_tr 0.71236 0.12350 5.76817 0.00000

## X\_tr -0.86668 0.13143 -6.59424 0.00000

## X\_tr 0.75392 0.13379 5.63521 0.00000

## X\_tr -0.76165 0.10571 -7.20496 0.00000

## X\_tr 0.86711 0.11852 7.31598 0.00000

## X\_tr -0.73505 0.13053 -5.63128 0.00000

## X\_tr 0.80531 0.13801 5.83513 0.00000

## X\_tr -0.79344 0.12981 -6.11250 0.00000

## X\_tr 1.00810 0.13979 7.21169 0.00000

##

## Call: rq(formula = y\_tr ~ X\_tr, tau = seq(0.1, 0.9, 0.1))

##

## tau: [1] 0.9

##

## Coefficients:

## Value Std. Error t value Pr(>|t|)

## (Intercept) 1.16385 0.16462 7.07006 0.00000

## X\_trtreatment 4.08872 0.37080 11.02661 0.00000

## X\_tr -0.93217 0.15900 -5.86256 0.00000

## X\_tr 0.82984 0.12705 6.53140 0.00000

## X\_tr -0.93147 0.13285 -7.01143 0.00000

## X\_tr 0.70112 0.12903 5.43359 0.00000

## X\_tr -0.90992 0.13283 -6.85018 0.00000

## X\_tr 0.84127 0.14036 5.99349 0.00000

## X\_tr -0.66466 0.15369 -4.32462 0.00002

## X\_tr 0.84578 0.17838 4.74134 0.00000

## X\_tr -0.84474 0.13833 -6.10682 0.00000

## X\_tr 0.98760 0.16193 6.09902 0.00000